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Abstract The potential of quantile regression (QR) and
quantile support vector machine regression (QSVMR) was
analyzed for the definitions of quantitative structure-activity
relationship (QSAR) models associated with a diverse set of
chemicals toward a particular endpoint. This study focused on
a specific sensitive endpoint (acute toxicity to algae) for which
even a narcosis QSAR model is not actually clear. An initial
dataset including more than 401 ecotoxicological data for one
species of algae (Selenastrum capricornutum) was defined.
This set corresponds to a large sample of chemicals ranging
from classical organic chemicals to pesticides. From this
original data set, the selection of the different subsets was
made in terms of the notion of toxic ratio (TR), a parameter
based on the ratio between predicted and experimental values.
The robustness of QR and QSVMR to outliers was clearly
observed, thus demonstrating that this approach represents a
major interest for QSAR associated with a diverse set of
chemicals. We focused particularly on descriptors related to
molecular surface properties.

Keywords Algae species . Ecotoxicology .Molecular
surface . Outliers . Quantile regression . Support vector
machine

Introduction

Under REACH legislation [1], quantitative structure-activity
relationship (QSAR) models are expected to be used as an
alternative to save resources and to accelerate hazard and risk
assessments. For algae, one of the three major endpoints in
ecotoxicology, even QSAR models [2, 3] associated with a
non-specific mode of action (MOA) are not clearly defined.
The reason is explained by Aruoja et al. [4] and Netzeva et al.
[5]. The issue comes from the lack of a consistent dataset with
more than 100 values and the variability of algal test results
due to the different methods and algae species used.
Therefore, few non-polar narcotic QSAR models were de-
fined for algae: one for Selenastrum capricornutum with only
ten chemicals, one for Chlorella vulgaris with 34 chemicals,
and one for green algae with 51 chemicals [6, 7]. For a global
model, to our knowledge, only one study has been published
(45 chemicals [8]) regarding the prediction of acute toxicity of
chemicals to Selenastrum capricornutum. From these first
QSAR studies, it appears that this endpoint is characterized
by a particular sensitivity toward chemicals, and the presence
of outliers affects the estimated models [9, 10]. An important
characteristic of quantile regression (QR), compared to clas-
sical least squares regression, is its robustness to distribution
assumptions and to outlying observations [11]. Experimental
conditions associated with our study have integrated some
measurement errors and systematic biases difficult to control
(particularly true as soon as several MOA are related to our
set). The use of QR should make the inference less biased and
less sensitive to outliers. A major aspect associated with
QSAR is the relationship between MOA and chemical deriv-
atives [12, 13]. This assumption is relied upon when applying
read-across analysis to data from REACH. Read-across infor-
mation considers that the toxicity of a derivative could be
estimated from the real toxicological data of a second deriv-
ative based on the chemical similarity between the two
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structures and by assuming that they interact through the same
MOA. In aquatic ecotoxicology, four MOAs are classically
differentiated. Two are directly related to the relationship
between one major descriptor (logKOW) and the biological
activities, i.e., baseline and polar narcosis mechanisms for the
MOA. The other two correspond to chemical reactions with
macromolecules (reactive functions related to native struc-
tures or metabolites) and to specific intermolecular interac-
tions with macromolecules (modulation of biological path-
ways). The notion of toxic ratio (TR) represents one parameter
to differentiate a non-specific (narcosis) from a specific MOA
[13]. In this study, a large and diverse set of derivatives is
considered with the integration of several major sources of
ecotoxicological data. One was provided by the Japanese
Ministry of Environment [14]. In this case, the biological tests
were carried out according to the OECD test guidelines per-
formed under Good Laboratory Practices (GLP). The others
correspond to data extracted from the registration files acces-
sible from the ECB website [15], the AQUIRE database [16],
and an internal database called MATE [17].

The objective of our study is to define quantile QSAR
models for this endpoint, models integrating a large number
of chemicals. The sensitivity of the regressions to outliers is
analyzed, and QR was used in combination with support
vector machine (QSVMR [18]). A comparison of QSVMR
with the classical SVM regression (SVMR) is also provided.

Methods

Training set

The ecotoxicological data were downloaded from the OECD
website [14]. The biological tests on a specific algal species
named Pseudokirchneriella subcapitata (Selenastrum
capricornutum) followed the OECD-GLP standard and
OECD test guidelines. Two types of 72 h-EC50 values
(OECD TG 201) were recorded in this set corresponding to
the growth rate (EC50r) and/or to the area under growth curve
(AUG / EC50b). A high correlation between the two types of
EC50 values (n=249, r=0.967) was observed. For the most
recent data, only the values associated with the growth rate
method are displayed. When examining the overall data and
particularly the correlation between the two values, we chose
to consider the lowest acute toxicity values recorded for the
72 h EC50 regardless of the methods. With the cut-off values
associated with hydrophobic and hydrophilic properties (vide
infra), 277 chemical derivatives were part of the training set.

Testing set

A first dataset of biological data relating to algal growth
effects of 2782 high-production volume chemicals was taken

from the ECB website [15]. Among these 2782 chemicals,
1749 structures can be downloaded, and only 47 have 72-h
EC50r value(s) for the same species as the training set:
Selenastrum capricornutum (the lowest EC50r value is taken
in the case of several values displayed). A second data set was
obtained from AQUatic Information REtrieval (AQUIRE)
[16] . An advanced query was carried out on AQUIRE, and
a set of 60 chemical structures with 72-h EC50r value for the
Selenastrum capricornutum was extracted. A third data set of
94 chemicals was retrieved from our internal database [17].
These three data sets were gathered in a testing set. By
considering the cut-off values associated with hydrophobic
and hydrophilic properties (vide infra) and the suppression of
duplicates (comparison with the training set), 124 derivatives
composed the testing set.

Descriptors

The octanol-water partition coefficients (logKOW) were deter-
mined by two in silicomethods leading to a descriptor named
logP (open-source software KOWWIN, [19]) and a second
one named ALogP, an atom-based method [20]. Molecular
solubility, expressed as logS with S in M, was estimated from
multiple linear regression models defined by Tetko et al. [21].
Only derivatives with ALogP ≥0 and logS values≥−6 were
retained. The 3D atomic coordinates were generated for each
structure and a first energy minimization was performed with
Pipeline Pilot [22] using a clean force field [23]. Then, another
optimization was carried out with DMol3 [24] by considering
PWC [25, 26] for the functional (DFT exchange correlation
potential) and medium for the convergence. For the descrip-
tors, special attention was given to molecular surface proper-
ties. The first ones correspond to molecular surface areas and
their associated descriptors. In this case, total, polar, and
solvent accessible surface areas were computed for each mol-
ecule using a 2D approximation. The fractional polar surface
areas were also determined using the ratio between polar and
total surface areas (the same process was applied to solvent
accessible surface areas). For topological descriptors associat-
ed with molecular shapes, shadow indices and Jurs descriptors
were calculated. Shadow indices [27] project the molecular
shapes on three mutually perpendicular axes: XY, XZ, and
YZ. The associated lengths (shadow Xlength, Ylength,
Zlength) correspond to the maximum dimensions of the mo-
lecular surface projections. The ratio between the largest and
the smallest dimension corresponds to the last descriptor
(shadow_nu). The 30 Jurs descriptors [28] combine shape
and electronic information. It is impossible to detail all these
descriptors, but we can mention a descriptor named
Jurs_PPSA_1 corresponding to the sum of the solvent acces-
sible surface areas of all positive atomic charges or
Jurs_PNSA_1, calculated in the same way but for negative
atomic charges. Ehresmann et al. [29] have described new
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molecular descriptors based on local properties at the molec-
ular surface. This surface corresponds to a shrink-wrapped
isodensity surface [30], with 10−4.e−.Å−3 for the electronic
density, generated from semi-empirical molecular orbital cal-
culations (VAMP [31] in this case). Four local properties, the
molecular electrostatic potential (MEP), the local ionization
energy (IEL), the local electron affinity (EAL), and the local
polarizability (αL, polarizability for the name of the descrip-
tor) were calculated at the points on the surface. Two proper-
ties, the local hardness (ηL) and the local electronegativity
(χL), were derived from IEL and EAL. Starting from these
local properties, 81 descriptors were determined. Other de-
scriptors were associated with steric and electronic properties
(Pipeline pilot and Dmol3) like dipole moment descriptors
[32, 33], the radius of gyration, the sum of atomic polarizabil-
ities (Apol), principal moments of inertia (PMI), molecular
weight, globularity, count descriptors (H bond acceptor and
donor), pKa_acide (most acidic site), pKa_basic (most basic
site), HOMO, LUMO, band gap energy (LUMO–HOMO),
dielectric energy, solvation energy, molecular volume, and
cavity volume.

Quantile regression (QR)

We consider the linear regression model:

Y ¼ Xβþ ε; ð1Þ
where Y=(Y1,…,Yn) is the vector of observations, X is the
design matrix of dimension n x p where, for i=1,…,n, xi

t∈ℝp

is the ith line of the matrix X with t denoting the transpose of
the vector, ε=(ε1, ;…, εn)

t is a vector of independent errors
with an unknown distribution function f and β=(β1, …, βp)

t

denotes the vector of unknown regression parameters to be
estimated. The classical least squares linear regression estima-
tor is ineffective if the errors are non-normal. To overcome this
problem, in 1978, Koenker and Basset [11] proposed a
quantile-based approach for linear regression models. The
quantile regression estimator is more robust to non-normal
errors and outlier observations. In this case, instead of focus-
ing on the changes in the mean of Y, the QR approach tests
whether there is a change in the θth-quantile of Y for any
given θ ∈ (0,1). So, QR gives better characterization of the
data, since it enables estimating the impact of a covariate on
the entire distribution of the response variable rather than on
its conditional mean. The least squares estimators in regres-
sion are designed to estimate themean of the response variable
Y conditional on X whereas in QR, the estimators are de-
signed to estimate the relation of X with Y, conditional on
quantiles of Y. QR can be viewed as an extension of the
classical least squares estimation of conditional mean models
for the estimation of models associated with several condi-
tional quantile functions. Therefore, QR estimates the

conditional median or other quantiles of the response variable,
unlike the ordinary least squares regression, which estimates
the conditional mean. We also note that QR is invariant to
monotonic transformations, such as logarithmic transforma-
tion, and QR algorithms are now available in most statistical
packages.

The quantile regression estimators:

β̂ θð Þ ¼ arg min
β∈Rp

∑
i¼1

n
ρθ Y i−xtiβ
� �

; ð2Þ

are defined as a solution of the minimization problem where
ρθ(z)=|ρθ(z)|=z(θ−I(z<0)) and I(P) takes the value 1 or 0
depending on whether the condition P is satisfied or not.

The QR loss function denoted by the function ρθ is an
absolute loss function, that is a weighted sum of absolute
deviations where the (1−θ) weight is assigned to the negative
deviations and the θ weight is used for the positive absolute
deviations. More specifically, it can be shown that this loss
function makes it possible to determine the θ -quantile,
θ∈(0,1). A special case of this class of estimator (obtained for
θ=1/2) is the least absolute deviation (LAD) estimator or the
median regression, which is obtained by resolution of the
minimization problem (2). LAD is often chosen as an alterna-
tive to least squares estimators. It performs better in the
presence of heavy tail distributions. Under the regularity con-
ditions given in [34] (page 120), the asymptotic normality of

the quantile regression estimator bβ θð Þ was proven by [11] and
[34] under the assumption of independent and identically
distributed (iid) errors, that is, εi are iid variables in the model.
The asymptotic representation was given in [35] for indepen-
dently, but not necessarily, identically distributed errors. The

asymptotic variance of the estimator bβ θð Þ can be obtained by
direct estimation using the non-parametric estimation of the
sparsity function [36, 37]. When the observations are inde-
pendent but not identically distributed, as often experienced in
practical chemical applications, it is possible to extend the iid
theory to produce a version of the Huber-Eicker-White sand-

wich formula for the limiting covariance matrix of bβ θð Þ .
Several estimators have been proposed for this problem, in-
cluding a rank test as described in [38, 39] and following the
work of [40], and bootstrap methods [41–43]. Statistical tests
in quantile regression models need an estimator of the un-
known nuisance sparsity function. A Wald test for the null
hypothesis can be applied using the consistency of the sparsity
function estimator and the asymptotic normality of the
quantile regression estimator. The regression rank score [40]
also provides an interesting approach to many inference prob-
lems while avoiding the density function estimation. The
inference on quantile regression can also be considered using
Khmaladze’s extension [44, 45] of the Doob-Meyer construc-
tion. For more information on quantile regression methods,
see Briollais and Durrieu publications [46, 36].

J Mol Model (2014) 20:2508 Page 3 of 13, 2508



Segmented linear regression model

This approach led to the definition of the optimum number of
descriptors for the equations. We consider the simple linear
regression model with only one change point given by:

Y i ¼ a1 þ b1X i þ εi if X i≤τ
a2 þ b2X i þ εi if X i > τ

�
;

where ε, a1, a2, b1, b2 and τ denote respectively the random
error term, the unknown intercepts, slopes and change-point in
the coefficient of the two linear regression models. The ob-
jective is to test, using the likelihood ratio test [47], the “no
change in the regression coefficient” null hypothesis against
the “one change in the regression coefficient” alternative
hypothesis. For general information on the bilinear model
applied to biological systems, see the initial work of Kubinyi
[48].

Support vector machine regression (SVMR)

For the linear regression (in feature space) defined by f(x,w)=
<w,ϕ(x)>+b with w∈ℝn and b ∈ℝ and <w,ϕ(x)> is the dot
product in the feature space, the objective is to minimize:

1

2
wk k2 þ C

X n

i¼1
ξþi þ ξ−i
� �

; ð3Þ

subject to:

yi− f xi;wð Þ≤δ þ ξ−i ; f xi;wð Þ−yi≤δ þ ξþi ; ξ
þ
i ; ξ

−
i ≥0; i∈ 1; …; nf g;

where ξi
+ and ξi

− are respectively the slack variables asso-
ciated with an overestimate and an underestimate of the
calculated response for the input vector xi, δ determines
the limits of the approximation, and C is a positive
constant that controls the penalty associated with deviation
larger than δ.

The minimization problem can be formulated in its dual
quadratic optimization form, which involves maximizing

−
1

2

X n

i¼1

X n

j¼1
λ−
i −λ

þ
i

� �
λ−
j−λ

þ
j

� �
xi; x j
� �

−δ
X n

i¼1
λ−
i þ λþ

i

� �

þ
X n

i¼1
λ−
i −λ

þ
i

� �
yi;

ð4Þ

under the constraint

∑
i¼1

n

λ−
i −λ

þ
i

� � ¼ 0 and λ−
i ;λ

þ
i ∈ 0;C½ �;

where λi
−,λi

+ denote the Lagrange multipliers. Once the dual
problem is solved for λi

− and λi
+, the solution for a given x is

obtained by:

w ¼
X
i¼1

n

λ−
i −λ

þ
i

� �
xi

and therefore

f xð Þ ¼
X n

i¼1
λ−
i −λ

þ
i

� �
xi; xh i þ b; ð5Þ

where λi
− and λi

+∈[0,C].
For non-linear regression, the support vector machine al-

gorithm can be performed by simply transforming the xi by a
non-linear mapping ϕ from the input space to some high-
dimensional feature space (sometimes even infinite-dimen-
sional). The optimization problem involves finding the flattest
function in future space, not in input space. The solution for x*
is obtained by:

f x*
� � ¼ X

i¼1

n

λ−
i −λ

þ
i

� �
K xi; x

*
� �þ b:

SVMR performance depends on a correct setting of the
hyper-parameters C, δ and the kernel function.

Quantile support vector regression (QSVMR)

The quantile function Yi conditionally to X=xi is given for
i=1, …,n by:

Q θ
			xi

� �
¼ ω

0
θϕ xið Þ for θ∈ 0; 1ð Þ; ð6Þ

where ωθ denotes the θ -quantile regression. QSVMR can be
defined by minimizing for θ∈(0,1)

1

2
ωθk k2 þ C

X n

i¼1
ρθ yi−ω

0
θϕ xið Þ

� �
; ð7Þ

where C denotes the degree of penalization controlling the
trade-off between the flatness of the quantile function estimate
and the amount up to which deviations larger than zero are
tolerated. A solution to the minimization problem (3) for
θ∈(0,1) is obtained by optimizing its quadratic dual version.
The θ -quantile regression for x* can be written:

ωθ ¼
X n

i¼1
λ−
i −λ

þ
i

� �
ϕ xið Þ and Q θ

			x*� �
¼

X
i¼1

n

λ−
i −λ

þ
i

� �
K xi; x

*
� �

; ð8Þ

where λi
−,λi

+ are Lagrange multipliers and K(xi,xj) denotes a
kernel function.
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Parameters and function

We consider the kernel Gaussian radial basis function (RBF)
given by the equation:

K xi; x j
� � ¼ exp −

1

2σ2
xi−x j



 

2� �
; ð9Þ

where σ corresponds to the bandwidth parameter. The band-
width parameter is estimated using the procedure developed in
[49]. We also used the cross-validation method to determine
the value of the bandwidth. We denote in the sequel by bσ the
bandwidth estimator of σ.

The parameter C determines the trade-off between the
model complexity and the degree to which deviations larger
than δ are tolerated in the optimization phase. The parameter δ
controls (only SVMR) the width of the δ-insensitive zone used
to fit the data. Its values affect the number of support vectors.
Larger values result in fewer support vectors and more flat
regression estimates.

To estimate C, we considered the approach of Cherkassy
and Ma [50] given by:

bC ¼ max Y þ 3S
			 			; Y−3S

			 			� �
; ð10Þ

where Y and S are respectively the empirical estimators
of the mean and the standard deviation of the biological
activities. This choice of C is more robust than the
approach of Mattera and Haykin [51] when the data
contains outliers.

The choice of δ in SVMR should be proportional to the
variability of Y. Cherkassy and Ma [50] propose:

bδ ¼ 3S

ffiffiffiffiffiffiffiffiffiffiffiffiffi
log nð Þ

n

r
; ð11Þ

to determine δ where S corresponds to the empirical estima-
tion of the standard deviation associated with a biological data
error of 5 %, 10 %, and 15 %.

The regression was performed on the training set (277
derivatives) with a threefold cross-validation process to deter-
mine the optimum number of variables. The equation selected
from SVMR or QSVMR was applied to the testing set (134
derivatives) leading to R2

test values. Afterward, the two sets
were reunified (n=401).

Statistical computation

The R statistical environment was used for the overall calcu-
lations. Principal component analysis was carried out with the
ade4 package [52]. Stepwise regressions were carried out by

examining the best descriptors step by step.Within each fold of
the cross-validation experiment, an arbitrary division of the
dataset into training set (70 %) and testing set (30 %) was
fixed. QR, SVMR, and QSVMR were applied using the
kernlab package [53]. The coefficients of determination
R2

cross, R
2
test, R

2
train denote the cross-validation and the testing

and training coefficients respectively. To select the optimum
number of variables, we applied a segmented regression model
using one unknown change point to be estimated. For all the
statistical results, after checking the condition of application of
statistical tests (normality, independence, homogeneity, etc.), a
probability of p<0.05 was considered significant.

Results

Comparison of the biological activities
(training and testing set)

There is no significant difference in distribution between the
training and testing sets when considering the biological ac-
tivities (p=0.46 with the Kolmogorov-Smirnov test).
Therefore, principal component analysis was performed on
the joined training and testing sets. The first two principal
component axes explain 55 % of the total variability. The
following variables have a significant correlation coefficient
(p<0.05 with Spearman and Kendall tests) greater than 0.4 in
relation to the biological activities: Surface_Area_DMol3,
Cavity_Volume_DMol3, Apol, Jurs_TASA, Shadow_XY,
ALogP, logP, Molecular_Solubility, Molecular_Weight,
Molecular_SurfaceArea, Molecular_SASA, polarizability,
and POLint. The representation of the projection of these
variables into the correlation circle associated with the first
two component axes (see Fig. 1) summarizes the correlations
between the variables.

SVMR and QSVMR

SVMR (Ĉ=8.03, bδ =0.2, bσ ¼ 0:11 ) and QSVMR (Ĉ=8.03,
bσ ¼ 0:11 ) were carried out on the training set, and the models
were computed on the testing set (see Fig. 2 and Table 1).
Figure 2 shows the variations of R2

cross, R
2
test, R

2
cross, and

SEtest as a function of the number of components (descriptors).

SVMR (Ĉ=8.24,bδ =0.18, bσ ¼ 0:14 ) and QSVMR (Ĉ=8.24,
bσ ¼ 0:14 ) were also carried out on the whole dataset (see
Table 1). With QSVMR, when considering the addition of
new descriptors in the regression, a stability of statistical
values (R2

cross, SEcross) was observed, unlike SVMR for
which a sensibility of R2

cross and R2
test values to this number

was recorded. For QSVMR (277/124, Table 1), the three
descriptors correspond to logP, solubility, and Apol.
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TR from external QSAR and MOA

To analyze the weakness of the initial global model and a
potential relation with the association, in the same set of

compounds acting with differentMOA, the TRwas calculated
[13]. TR represents the ratio between the predicted (QSAR
approach) and the experimental values. The predicted values
are determined from aQSARmodel associatedwith a baseline

Fig. 1 Projection of the variables
into the plane spawned by the first
two principal component axes
(dACT for biological activities)

Fig. 2 Variation in function of the number of components of the R2
cross, SEcross (in solid lines) and R

2
test, SEtest (in dotted lines). The QSVMR results are

in red and the SVMR results are in black
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narcosis for the MOA. A cutoff was fixed at ten for differen-
tiating the two MOA (non-specific vs. specific). The model

log
1

EC50 M½ � ¼ 0:95log Dlipw

� �
pH7ð Þ þ 1:16 ð12Þ

of Escher et al. [54] was chosen for this definition, keeping
in mind the various remarks concerning the lack of a precise
equation for this MOA.

The relationship [55] between log(Dlipw)and log(Kow) was
fixed by considering the model

log Dlipw

� � ¼ 0:997log Kowð Þ þ 0:0851: ð13Þ

Our values correspond to a 72-h growth rate as opposed to a
24-h growth rate for model (12); hence, accounting for the
expected time dependence of effect, EC50 are considered to be
three times lower. The integration of the different points and
our descriptor logP for log(Kow) led to the final model given by

log
1

EC50 M½ � ¼ 0:947 logPþ 0:77: ð14Þ

By Eq. (14), 294 derivatives out of 401 had a TR<10.
Interestingly, 64 % of the derivatives (n=254) were found
with a TR between 0.1 and 10. Accordingly, a significant
regression model (R2

train=0.77, R
2
cross=0.76, SEcross=0.48,

n=254) given by

log
1

EC50 M½ � ¼ 0:76 logPþ 2:22; ð15Þ

was obtained on this set with logP as a descriptor. This
equation represents our first general narcotic equation (asso-
ciated with baseline and other narcosis like polar narcosis) for
the algae endpoint.

A SVM classification [56, 57] was carried out to differen-
tiate the chemical characteristics of the two groups (TR ≥10 vs
TR<10). The optimum separation was obtained with ALogP,
logP, molecular solubility. This classification led to a group
called group A (n=69) for which 75 % of chemicals have a

TR>10 and a group called group B (n=332) for which 17 %
(55 derivatives) of chemicals have a TR>10. In fact, and
logically when considering the intercept in regression model
(14), most of the derivatives in group A have a low value of
logP (logP<1). Our initial validity domain based on ALogP
and logS (ALogP≥0 and logS values≥−6) is justified and
amplified, starting from this differentiation based on the agree-
ment with the baseline narcosis model given in (14). In group
A, the highly toxic derivatives (−log(EC50)>5) with low
values of logP correspond mostly to reactive derivatives (see
Table 2). For phenylenediamine (ortho and para),
aminophenol (ortho and para), and hydroquinone, the toxic-
ities are related directly to their redox equilibrium with qui-
nones. Alpha beta unsaturated carbonyl, activated halides, and
isothiocyanate can also react with macromolecules. In fact, for
reactive chemicals, the interval between predicted and exper-
imental values based on logKOW was described previously to
be higher for hydrophilic derivatives than for hydrophobic
derivatives.

TR from external QSAR and QSVMR

A QSVMR analysis (θ=0.5) was carried out on group B after
the suppression of the 13 derivatives with logP<1. The opti-
mum relationship was obtained for 21 variables (Ĉ=8.27;
R2

cross=0.6; SEcross=0.79, n=319, see Fig. 3).
A TR determination was carried out by considering the

equation associated with QSVMR as the basis for the predict-
ed values. A total of 18 derivatives were found with a TR>10.
By discarding these 18 derivatives, no real increase in the
statistical quality of the equation was observed, thus showing
the stability of QSVMR (θ=0.5) toward potential outliers
(R2

cross=0.64, SEcross=0.85, n=301, Ĉ=7.97, see Fig. 3).
However, a decrease in the optimum number of descriptors
was recorded with three descriptors (ALogP, molecular solu-
bility, polarizability) instead of the previous 21 descriptors (for
n=319). The ecotoxicity of most of these outliers is clearly
associated with a specific MOA [58] well recorded in the
literature (see Table 3). Phenylurea, triazinone, and
bipyridylium derivatives are inhibitors of photosynthesis
(photosystem I for bipyridylium and photosystem II

Table 1 Statistical results from
SVMR and QSVMR for the
training and testing datasets. In
the first row, the sample size of
the training and the testing sets is
277 and 124 respectively. In the
second row, we consider the
joined training and testing sets
(n=277+124=401)

n bσ bC bδ θ Variables R2
train / SEtrain R2

cross / SEcross R2
test / SEtest

SVMR

(277/124) 0.11 8.03 0.2 22 0.77 / 0.55 0.33 / 0.98 0.36 / 1.08

(401) 0.14 8.24 0.18 19 0.78 / 0.95 0.35/ 0.95 –

QSVMR

(277/124) 0.11 8.03 0.5 3 0.61 / 0.95 0.16 / 1.03 0.15 / 1.28

(401) 0.14 8.24 0.5 29 0.60 / 1.02 0.20 / 1.09 –
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otherwise). Chloracetamides are long-chain fatty acid inhibi-
tors and inhibitors of mitosis and cell division. Diphenylethers
are inhibitors of protoporphyrinogen oxidase or potentially
uncouplers by considering the phenol function. Quinoline
derivatives represent a specific class of antifungic drugs. For
reactive chemicals, two unsaturated derivatives, one peroxide
and one phenyl nitro derivative appear in this set. As always
with reactive chemicals, the highest toxicities of alkyl thiols
toward the corresponding nearest alcohol are clearly observed
with the formation of free radical species for the explanation
[59]. Two polyaromatic derivatives with aniline and nitro
functions have a very high toxicity, which must be associated
with a specific MOA, but in these cases, no explanation is
provided in the literature.

TR/QR/QSVMR

Starting from the initial dataset (401 derivatives), a linear QR
was done with logP as descriptor for the definition of the TR.
The median quantile regression (θ=0.5) is given by

log
1

EC50 M½ � ¼ 0:43 logPþ 3:35 ð16Þ

with R2=0.48.

Depending on the quantiles, an evolution of the intercepts
(2.41 (θ=0.1) to 5.25 (θ=0.9)) and an evolution of the slopes
were observed (0.43 (θ=0.1) to 0.33 (θ=0.9). So, logP exerts
a change in the conditional distribution of the biological
activities. The variance of activity decreases with an increase
of logP.

From Eq. (16), a TR value for each derivative was deter-
mined, leading to 336 derivatives with a TR<10 (as compared
to 294 in the previous case). Starting from this set, we obtain-
ed the median quantile regression

log
1

EC50 M½ � ¼ 0:45 logPþ 3:08 ð17Þ

with a R2=0.64.
Depending on the quantile, the slope is nearly stable (0.41

for θ=0.1 and 0.44 for θ=0.9) with an evolution of the
intercept between 2.35 (θ=0.1) and 3.90 (θ=0.9). A
QSVMR was applied to this set (Ĉ=7.04, θ=0.5) leading to
interesting results, particularly for the value associated with
the standard error of the estimates SEcross (R2

cross=0.66,
SEcross=0.4, see Fig. 3). This relationship was obtained with
three descriptors (ALogP, molecular solubility, Apol). When
examining the 95 % confidence intervals, we obtained less
than one logarithmic unit (plus or minus) for the interval
associated with predictions.

Table 2 Structural analysis of some derivatives (group A) with high toxicities and low logP values
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A SVM classification was carried out to understand the
differences between the two groups of derivatives (336 with
TR<10 and 65 with TR>10). No interesting result was ob-
tained from our descriptors. However, for the isodensity sur-
faces and the properties (molecular shapes, electrostatics,
donor and acceptor properties, polarizability) associated with
these surfaces, a particular type of fingerprint named the
rotationally invariant fingerprint (RIF) can be calculated
[60]. Using SVM classification on the overall fingerprint
(RIF), an error of classification of 1.75 % was observed on
the training and 14.95 % on the cross-validation processes.
After the cross-validation process, the dataset was separated
into two groups with 368 derivatives and 33 derivatives (TR>
10) respectively. QSVMR was carried out (Ĉ=7.18, θ=0.5)
on the set of 368 derivatives, leading to correct statistical
results with 67 descriptors (R2

cross=0.67, SEcross=0.41, see

Figs. 3 and 4). Concerning the 33 derivatives associated with
outliers, the most toxic derivatives are displayed in Table 4.

Discussion

The definition of a global QSAR model for a dataset of
chemicals is a worthwhile endeavor because, for most chem-
ical derivatives, the classification into a specific set is not
obvious. The interval of prediction of this model must cover
the experimental value and must be a basis for the estimation
of risk. For acute toxicities to algal species, even a narcosis
model associated with a large set of derivatives is needed. A
previous study related to hydrocarbon derivatives, and partic-
ularly industrial chemicals such as petroleum products, has

Fig. 3 Variation of R2
cross as function of the number of components. QSVMRwith n=319 (up left), n=301 (up right), n=336 (down left), n=368 (down

right)

J Mol Model (2014) 20:2508 Page 9 of 13, 2508



demonstrated that a narcosis target lipid model could be built
for algae [10]. A final R2 value of 0.85 was obtained with a
standard deviation of 0.34 for the residuals after exclusion of
four outliers.

For our dataset, the initial correlation (equal to 0.4) with
logKow was clearly observed. With the notion of TR (external
equation), 319 derivatives out of 401 were found with a TR<
10 and 254 derivatives with a TR between 0.1 and 10. The
slope estimate in model (15) was found to be slightly lower
than the slopes observed from the previous narcotic equations
with an increase in the intercept. As always with logKow, the
QR regression on the overall set (n=401) then on the subset of
336 derivatives (84 %) led to a higher value of the intercept,
namely a value around 3 with an interval between 2.35 and 3.9
for different quantiles. These last equations fit the data asso-
ciated with some classes of derivatives appropriately, such as
aniline, which follows a polar narcosis mechanism for
the toxic action (aniline (−logEC50=−3.35, logP=0.9);
p-methyl aniline (−logEC50=−4.03, logP=1.39)).

With QSVMR, for the initial training set (n=277), a low
predictive quality of the model was obtained but with three
descriptors corresponding to logP, molecular solubility, and

Table 3 Description of some outliers associated with group B (n=310)

phenyl urea Triazinone Bipyridylium Chloroacetamides

6.16
7.15

6.4

7.37
Diphenylether Quinolines Polyaromatics with aniline and nitro functions

8.14 5.65
8.16 7.02

Thiols

7.01

5.83
Reactive species for MOA

5.15 5.66
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6.66
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Fig. 4 Variation of SEcross as a function of the number of components
(QSVMR, n=368)
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Apol. The same type (logP or ALogP, molecular solubility,
Apol or polarizability) of optimum descriptors was observed
for the set associated with n=310 and with n=336. A narcotic
MOA is a function of the relationship between the activities
and the water-octanol partitioning (logKOW). However,
octanol is not the optimal middle (as an analog of biological
membrane), and the partitioning of the chemical derivatives is
very sensitive to the polarity-polarizability factor of the struc-
tures [61]. Therefore, it is expected that the polarizabilities of
the derivatives are one of the main descriptors associated with
logKOW values. Molecular solubility completes the informa-
tion by describing the thermodynamic equilibrium between
solute and solvent. Thus, for the last two sets (n=310 and n=
336), the optimum relationships were obtained with these
three descriptors and with a stability of the predictive quality
of the regressions, regardless of the number of descriptors
(see Fig. 3).

With QSVMR and in relation with the three descriptors, we
always observed two types of evolution in terms of the initial
approach. With TR associated with an external equation,
derivatives with high toxicities combined with low logP
values were suppressed in a first step. Thus, the resulting set
(groupB) still included hydrophobic reactive derivatives and a
series of pesticides. QSVMR on this set led to a relationship
with 21 descriptors (optimum value of R2

cross) and a high
standard error of estimates (SEcross). The suppression of 18
derivatives from this set (n=301) led to a relationship with no
difference, excepting the number of descriptors with an opti-
mum for the same three descriptors. With TR defined from

QR, the relationships between logP and the ecotoxicities were
analyzed on the basis of the QR slopes and intercepts. With
401 derivatives, the variance of the biological activities in
function of logP was observed, but after the selection of the
subset of 336 chemicals, no real modification of the variance
was observed. With this new set, we obtained a model based
on the same three descriptors (QSVMR) with the standard
errors of the estimates decreasing by a factor of two, as
compared to the previous models. The difference between
the two sets (chemicals with TR>10 and others) was under-
stood with a molecular fingerprint (RIF) integrating the mo-
lecular shape and the properties on the molecular surfaces.
After this classification, a set integrating 91 % of the initial
chemicals gave a significant QSAR model with 67 descrip-
tors. To analyze this last situation, different observations could
be made: a) 83 % of the derivatives should follow a narcosis
mechanism for the MOA with a QSVMR correct for three
descriptors (n=336); b) the selection (SVM classification with
RIF) led to elimination of more than 50 % of the most toxic
derivatives (−logEC50>6.5); c) the remaining derivatives
(n=368) share a few main properties associated with the
molecular surface (RIF descriptors); and d) our descriptors
are strongly related to the analysis of the molecular surfaces.
Therefore, the QSVMR modeling approach improves the re-
sults with an optimum of 67 descriptors. The three descriptors
were again integrated to the first descriptors following those
initially correlated with biological activities such as molecular
surface area, molecular_SASA, Molecular_Weight,
Cavity_Volume_DMol3, shadows descriptors (shadow_XY),

Table 4 Description of the most toxic chemicals among the set of 33 derivatives. The number of derivatives associated with a typical scaffold is
indicated in brackets
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Jurs descriptors (Jurs_TASA), followed by other descriptors
(PMI_Y, PMI_Z, PMI_Mag). The descriptors associated with
Parasurf are also selected in the first ones with a series of
properties integrated over the surface: polarizability (POLint),
local electro-negativity (ENEGint), local ionization energy
(IELint), local hardness (Hardint), local electron affinity
(EALint), and molecular electrostatic potential (MEPint). A
differentiation between some classes of compounds could be
found rapidly with these last descriptors such as bipyridilium
(MEPint, the highest value), phthalates and phosphates
(IELint, high values), and alkyl halides (IELint, the lowest
values with one or two carbons).

Conclusions

These analyses provide evidence for a robust modeling ap-
proach based on QR and QSVMR to define a global model.
QR, based on a fundamental descriptor in ecotoxicology
(logKow), allowed selecting directly a subset of derivatives
for which a correct predictive quality was found with QSVMR
and three descriptors. Stability of the model, due to its robust-
ness against outliers, was observed with QSVMR, particularly
from the R2

cross values. Based on this result, 83 % of our
chemicals should have a narcosis mechanism for the MOA.
When examining a subset of derivatives, differentiated by the
distances from the rotational invariant fingerprint, a correct
relationship was obtained for 91 % of our initial dataset by
integrating in this case a large number of descriptors related to
the molecular surface properties.
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